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Abstract. We investigate different ways of generating approximate solutions to the inverse Ising problem (IIP). Our approach consists in taking as a starting point for further perturbation procedures, a Bethe mean-field solution obtained with a maximum spanning tree (MST) of pairwise mutual information, which we refer to as the Bethe reference point. We consider three different ways of following this idea: in the first one, we discuss a greedy procedure by which optimal links to be added starting from the Bethe reference point are selected and calibrated iteratively; the second one is based on the observation that the natural gradient can be computed analytically at the Bethe point; the last one deals with loop corrections to the Bethe point. Assuming no external field and using a dual transform we develop a dual loop joint model based on a well-chosen cycle basis. This leads us to identify a subclass of planar models, which we refer to as dual-loop-free models, having possibly many loops, but characterized by a singly connected dual factor graph, for which the partition function and the linear response can be computed exactly in respectively $O(N)$ and $O(N^2)$ operations, thanks to a dual weight propagation (DWP) message passing procedure that we set up. When restricted to this subclass of models, the inverse Ising problem being convex, becomes tractable at any temperature. Numerical experiments show that this can serve to some extent as a good approximation for models with dual loops.

Keywords: message-passing algorithms, random graphs, networks, network reconstruction
1. Introduction

Finding the couplings and external fields of an Ising model is a relevant problem in many different areas. Originally considered in the context of neural networks [20] it has since been identified as a key problem—the Boltzmann machine learning problem—in statistical machine learning [18]. The huge production of biological data has led to the reconsideration of this problem and to the realization of its relevance for the analysis of many biological networks [36, 3]. In the context of social networks it could also become an important tool for analyzing data to identify influential links and trend setters in information networks or for community detection. From the statistics perspective, the IIP is basically a model selection problem in the Markov random fields (MRF) family, where N binary variables are observed at least pair by pair so that a covariance matrix is given as input data.
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The optimal solution is then the MRF model with maximal entropy obeying moment constraints, which happens to be the Ising model with highest log-likelihood. It is a difficult problem, where both the graph structure and the values of the fields and couplings have to be found.

Existing approaches fall mainly into the following categories:

- Purely computational efficient approaches rely on various optimization schemes of the log-likelihood [22] or the pseudo-likelihood [19] along with sparsity constraints to select only the relevant features.

- Common analytical approaches are based on the Plefka expansion [35] of the Gibbs free-energy by making the assumption that the coupling constants $J_{ij}$ are small. The picture is then of a weakly correlated unimodal probability measure. For example, the recent approach proposed in [8] is based on this assumption.

- Another possibility is to assume that relevant couplings $J_{ij}$ have locally a treelike structure. The Bethe approximation [40] can then be used with possible loop corrections. Again this corresponds to having a weakly correlated unimodal probability measure and these kinds of approach are referred to as pseudo-moment matching methods in the literature. For example the approaches proposed in [24, 37, 29, 39] are based on this assumption.

- In the case where a multimodal distribution is expected, then a model with many attraction basins is to be found and Hopfield-like models [20, 9] are likely to be more relevant. There is also a recent mean-field method [34] which allows one to find in some simple cases the Ising couplings of a low-temperature model, i.e. displaying multiple probabilistic modes.

In some preceding work dealing with a road traffic inference application, with large-scale and real-time specifications [15, 14, 13], we have noticed that these methods, which were developed for a different purpose, could not be used blindly without drastic adjustment, in particular to be compatible with belief propagation. This led us to develop some heuristic models related to the Bethe approximation. The present work was originally motivated by giving a theoretical basis and firmer ground to these heuristics and turned out to be an occasion to develop new ones.

The paper is organized as follows: in section 2 we review some standard statistical physics approaches to the IIP, mainly based on perturbation expansions. In section 3 we detail what we mean by the Bethe reference point and discuss an iterative proportional scaling (IPS) based method to incrementally, link by link, refine this approximate solution. In section 4 we derive some new and useful expressions for susceptibility coefficients and explore a second way to refine the Bethe reference point, based on the Plefka’s expansion and on these results. Finally, a third method, based on a duality transformation and leading to a dual weight propagation algorithm (DWP) is presented in section 5.3. The merits of these methods differ, which makes them complementary to each other. The first one is particularly useful when the underlying graph structure is not given; the second one, by giving explicitly the natural gradient direction, can be used to reduce the number of parameters to tune; finally, the third one can be fast and exact given very sparse but loopy structures, in the absence of external fields.
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2. Preliminaries

2.1. Inverse Ising problem

Consider an Ising model, i.e. a MRF of binary variables \( \{ s_i \in \{-1, 1\}, i \in \mathcal{V} \} \), where \( \mathcal{V} \) is a set of vertices of a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with \( \mathcal{E} \) a set of edges corresponding to interactions between variables \( (s_i, s_j) \), associated with some coupling \( J_{ij} \in \mathbb{R} \). We assume that, from a set of historical observations, the empirical mean \( \hat{m}_i \) (resp. covariance \( \hat{\chi}_{ij} \)) is given for each variable \( s_i \) (resp. each pair of variable \( (s_i, s_j) \)). In this case, from Jayne’s maximum entropy principle [23], imposing these moments on the joint distribution leads to a model pertaining to the exponential family, the Ising model in the present case:

\[
P(s) = \frac{1}{Z[J, h]} \exp \left( \sum_i h_i s_i + \sum_{ij} J_{ij} s_i s_j \right) \tag{2.1}
\]

where the external fields \( h = \{h_i\} \) and the coupling constants \( J = \{J_{ij}\} \) are the Lagrange multipliers associated respectively with mean and covariance constraints when maximizing the entropy of \( P \). They are obtained as minimizers of the dual optimization problem:

\[
(h^*, J^*) = \arg\min_{(h, J)} \mathcal{L}[h, J], \tag{2.2}
\]

where

\[
\mathcal{L}[h, J] \overset{\text{def}}{=} \log Z[h, J] - \sum_i h_i \hat{m}_i - \sum_{ij} J_{ij} \hat{m}_{ij} \tag{2.3}
\]

is the log-likelihood. This leads to an inversion of the linear response equations:

\[
\frac{\partial \log Z}{\partial h_i}[h, J] = \hat{m}_i \tag{2.4}
\]

\[
\frac{\partial \log Z}{\partial J_{ij}}[h, J] = \hat{m}_{ij}, \tag{2.5}
\]

\( \hat{m}_{ij} = \hat{m}_i \hat{m}_j + \hat{\chi}_{ij} \) being the empirical expectation of \( s_i s_j \). As noted, for example, in [8], the solution is minimizing the cross entropy, a Kullback–Leibler distance between the empirical distribution \( \hat{P} \) based on historical data and the Ising model:

\[
D_{\text{KL}}[\hat{P}||P] = \log Z[h, J] - \sum_i h_i \hat{m}_i - \sum_{ij} J_{ij} \hat{m}_{ij} - S(\hat{P}). \tag{2.6}
\]

The set of equations (2.4) and (2.5) cannot be solved exactly in general because the computational cost of \( Z \) is exponential. Approximations resorting to various mean-field methods can be used to evaluate \( Z[h, J] \).

**Plefka’s expansion.** To simplify the problem, it is customary to make use of the Gibbs free-energy, i.e. the Legendre transform of the free-energy, to impose the individual expectations \( m = \{ \hat{m}_i \} \) for each variable:

\[
G[m, J] = h^T(m)m + F[h(m), J],
\]
(with $F[h, J] \overset{\text{def}}{=} -\log Z[h, J]$, $h^T m$ being the ordinary scalar product) where $h(m)$ depends implicitly on $m$ through the set of constraints

$$\frac{\partial F}{\partial h_i} = -m_i. \quad (2.7)$$

Note that by duality we have

$$\frac{\partial G}{\partial m_i} = h_i(m), \quad (2.8)$$

and

$$\left[ \frac{\partial^2 G}{\partial m_i \partial m_j} \right] = \left[ \frac{\partial h_i}{\partial m} \right]^{-1} = -\left[ \frac{\partial^2 F}{\partial h_i \partial h_j} \right]^{-1} = [\chi^{-1}]_{ij} \quad (2.9)$$

i.e. the inverse susceptibility matrix. Finding a set of $J_{ij}$ satisfying this last relation along with (2.8) yields a solution to the inverse Ising problem since the $m$ and $\chi$ values are given. A way to connect the couplings directly with the covariance matrix is also given by the relation

$$\frac{\partial G}{\partial J_{ij}} = -m_{ij}. \quad (2.10)$$

The Plefka expansion is used to expand the Gibbs free-energy in powers of the couplings $J_{ij}$, assumed to be small. Multiplying all couplings $J_{ij}$ by some parameter $\alpha \in \mathbb{R}$ yields the following cluster expansion:

$$G[m, \alpha J] = h^T(m, \alpha)m + F[h(m, \alpha), \alpha J] \quad (2.11)$$

$$= G_0[m] + \sum_{n=0}^{\infty} \frac{\alpha^n}{n!} G_n[m, J] \quad (2.12)$$

where each term $G_n$ corresponds to cluster contributions of size $n$ in the number of links $J_{ij}$ involved, and $h(m, \alpha)$ depends implicitly on $\alpha$ in order to always fulfil (2.7). This is the Plefka expansion, and each term of the expansion (2.12) can be obtained by successive differentiation of (2.11). We have

$$G_0[m] = \sum_i \frac{1 + m_i}{2} \log \frac{1 + m_i}{2} + \frac{1 - m_i}{2} \log \frac{1 - m_i}{2}. \quad$$

Letting

$$H_J \overset{\text{def}}{=} \sum_{i<j} J_{ij} s_i s_j,$$

be considered as a small perturbation, and using (2.7), the two first derivatives of (2.11) w.r.t $\alpha$ read

$$\frac{dG[m, \alpha J]}{d\alpha} = -\mathbb{E}_\alpha(H_J), \quad (2.13)$$

$$\frac{d^2 G[m, \alpha J]}{d\alpha^2} = -\text{Var}_\alpha(H_J) - \sum_i \frac{dh_i(m, \alpha)}{d\alpha} \text{Cov}_\alpha(H_J, s_i), \quad (2.14)$$
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where subscript $\alpha$ indicates that expectations, variance and covariance are taken at a given $\alpha$. To get successive derivatives of $h(m, \alpha)$ one can use (2.8). Another possibility is to express the fact that $m$ is fixed, 
\[ \frac{dm_i}{d\alpha} = 0 = -\frac{d}{d\alpha} \frac{\partial F[h(\alpha), \alpha J]}{\partial h_i} \]
\[ = \sum_j h'_j(\alpha) \text{Cov}_\alpha(s_i, s_j) + \text{Cov}_\alpha(H_J, s_i), \]
giving
\[ h'_i(\alpha) = -\sum_j [\chi_0^{-1}]_{ij} \text{Cov}_\alpha(H_J, s_j), \] 
(2.15)
where $\chi_0$ denotes the susceptibility delivered by the model when $\alpha \neq 0$. To get the first two terms in the Plefka expansion, we need to compute these quantities at $\alpha = 0$:
\[ \text{Var}(H_J) = \sum_{i<k,j} J_{ij} J_{jk} m_i m_k (1 - m_j^2) + \sum_{i<j} J_{ij}^2 (1 - m_i^2 m_j^2), \]
\[ \text{Cov}(H_J, s_i) = \sum_j J_{ij} m_j (1 - m_i^2), \]
\[ h'_i(0) = -\sum_j J_{ij} m_j, \]
\[ [\chi_0^{-1}]_{ij} = (1 - m_i^2)^{-1} \delta_{ij} \]
(by convention $J_{ii} = 0$ in these sums). The first and second orders then finally read:
\[ G_1[m, J] = -\sum_{i<j} J_{ij} m_i m_j, \quad G_2[m, J] = -\sum_{i<j} J_{ij}^2 (1 - m_i^2)(1 - m_j^2), \]
and correspond respectively to the mean-field and to the TAP approximation. Higher order terms have been computed in [16].

At this point finding an approximate solution to the inverse Ising problem can be done, either by inverting equation (2.9) or (2.10). To get a solution at a given order $n$ in the couplings, solving (2.10) requires $G$ at order $n + 1$, while it is needed at order $n$ in (2.9).

Taking the expression of $G$ up to second order gives
\[ \frac{\partial G}{\partial J_{ij}} = -m_i m_j - J_{ij} (1 - m_i^2)(1 - m_j^2), \]
and (2.10) leads directly to the basic mean-field solution:
\[ J_{ij}^{\text{MF}} = \frac{\hat{\chi}_{ij}}{(1 - m_i^2)(1 - m_j^2)}. \] 
(2.16)

At this level of approximation for $G$, using (2.8) we also have
\[ h_i = \frac{1}{2} \log \frac{1 + m_i}{1 - m_i} - \sum_j J_{ij} m_j + \sum_j J_{ij}^2 m_i (1 - m_j^2), \]
which corresponds precisely to the TAP equations. Now using (2.9) gives

\[
\frac{\partial h_i}{\partial m_j} = [\chi^{-1}]_{ij} = \delta_{ij} \left( \frac{1 - m_i^2}{1} + \sum_k J_{ik}^2 (1 - m_k^2) \right) - J_{ij} - 2 J_{ij}^2 m_i m_j. \tag{2.17}
\]

Ignoring the diagonal terms, the TAP solution is conveniently expressed in terms of the inverse empirical susceptibility,

\[
J_{ij}^{\text{TAP}} = -\frac{2 [\hat{\chi}^{-1}]_{ij}}{1 + \sqrt{1 - 8 \hat{m}_i \hat{m}_j [\hat{\chi}^{-1}]_{ij}}}, \tag{2.18}
\]

where the branch corresponding to a vanishing coupling in the limit of small correlation, i.e. small \( \hat{\chi}_{ij} \) and \([\hat{\chi}^{-1}]_{ij}\) for \( i \neq j \), has been chosen.

**Bethe approximate solution.** When the graph formed by the pairs \((i, j)\), for which the correlations \( \hat{\chi}_{ij} \) are given by some observations is a tree, the following form of the joint probability corresponding to the Bethe approximation:

\[
P(x) = \prod_{i<j} \hat{p}_{ij}(x_i, x_j) \prod_i \hat{p}_i(x_i) \tag{2.19}
\]

actually yields an exact solution to the inverse problem (2.2), where the \( \hat{p} \) are the single and pair variables empirical marginals given by the observations. We have the following identity

\[
\log \frac{\hat{p}_{ij}(s_i, s_j)}{\hat{p}_i(s_i)\hat{p}_j(s_j)} = \frac{(1 + s_i)(1 + s_j)}{2} \log \frac{\hat{p}_{11}}{\hat{p}_i \hat{p}_j} + \frac{(1 + s_i)(1 - s_j)}{2} \log \frac{\hat{p}_{10}}{\hat{p}_i \hat{p}_j} + \frac{(1 - s_i)(1 + s_j)}{2} \log \frac{\hat{p}_{01}}{\hat{p}_i \hat{p}_j} + \frac{(1 - s_i)(1 - s_j)}{2} \log \frac{\hat{p}_{00}}{\hat{p}_i \hat{p}_j},
\]

where the following parametrization of the \( \hat{p} \)

\[
\hat{p}_i^x \overset{\text{def}}{=} \hat{p} \left( \frac{1 + s_i}{2} = x \right) = \frac{1}{2} (1 + \hat{m}_i(2x - 1)), \tag{2.20}
\]

\[
\hat{p}_{ij}^{xy} \overset{\text{def}}{=} \hat{p} \left( \frac{1 + s_i}{2} = x, \frac{1 + s_j}{2} = y \right)
= \frac{1}{4} (1 + \hat{m}_i(2x - 1) + \hat{m}_j(2y - 1) + \hat{m}_{ij}(2x - 1)(2y - 1)), \tag{2.21}
\]

relating the empirical frequency statistics to the empirical ‘magnetizations’ \( m \equiv \hat{m} \), can be used. Summing up the different terms gives us the mapping onto an Ising model (2.1) with

\[
h_i = \frac{1 - d_i}{2} \log \frac{\hat{p}_i^1}{\hat{p}_i^0} + \frac{1}{4} \sum_{j \in \partial i} \log \left( \frac{\hat{p}_{ij}^{11} \hat{p}_{ij}^{00}}{\hat{p}_{ij}^{10} \hat{p}_{ij}^{01}} \right), \tag{2.22}
\]

\[
J_{ij} = \frac{1}{4} \log \left( \frac{\hat{p}_{ij}^{11} \hat{p}_{ij}^{00}}{\hat{p}_{ij}^{10} \hat{p}_{ij}^{01}} \right), \quad \forall (i, j) \in E, \tag{2.23}
\]
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where \( d_i \) is the number of neighbors of \( i \), using the notation \( j \in \partial i \) for ‘\( j \) neighbor of \( i \)’. The partition function is then explicitly given by

\[
Z_{\text{Bethe}}[\hat{p}] = \exp \left[ -\frac{1}{4} \sum_{(i,j) \in \mathcal{E}} \log(p_{ij}^{00} \, \hat{p}_{ij}^{01} \, \hat{p}_{ij}^{10} \, \hat{p}_{ij}^{11}) - \sum_i \frac{1-d_i}{2} \log(p_i^{00} \, p_i^{11}) \right]. 
\] (2.24)

The corresponding Gibbs free-energy can thus be written explicitly using (2.22)–(2.24). With fixed magnetizations \( m_i \), and given a set of couplings \( \{J_{ij}\} \), the parameters \( m_{ij} \) are implicit functions

\[
m_{ij} = m_{ij}(m_i, m_j, J_{ij}),
\]

obtained by inverting the relations (2.23). For the linear response, we get from (2.22) a result derived first in [37]:

\[
\frac{\partial h_i}{\partial m_{ij}} = \left[ -\frac{d_i}{1-m_i^2} + \frac{1}{16} \sum_{k \in \partial i} \left( \left( \frac{1}{\hat{p}_{ik}^{11}} + \frac{1}{\hat{p}_{ik}^{01}} \right) \left( 1 + \frac{\partial m_{ik}}{\partial m_i} \right) + \left( \frac{1}{\hat{p}_{ik}^{00}} + \frac{1}{\hat{p}_{ik}^{10}} \right) \left( 1 - \frac{\partial m_{ik}}{\partial m_i} \right) \right) \right] \delta_{ij}
\]

\[
+ \frac{1}{16} \left( \left( \frac{1}{\hat{p}_{ij}^{11}} + \frac{1}{\hat{p}_{ij}^{01}} \right) \left( 1 + \frac{\partial m_{ij}}{\partial m_i} \right) + \left( \frac{1}{\hat{p}_{ij}^{00}} + \frac{1}{\hat{p}_{ij}^{10}} \right) \left( 1 - \frac{\partial m_{ij}}{\partial m_i} \right) \right) \delta_{j \in \partial i}.
\]

Using (2.23), we can also express

\[
\frac{\partial m_{ij}}{\partial m_i} = -\frac{1/\hat{p}_{ij}^{11} + 1/\hat{p}_{ij}^{01} - 1/\hat{p}_{ij}^{10} - 1/\hat{p}_{ij}^{00}}{1/\hat{p}_{ij}^{11} + 1/\hat{p}_{ij}^{01} + 1/\hat{p}_{ij}^{10} + 1/\hat{p}_{ij}^{00}},
\]

so that with a little assistance of Maple, we may finally reach the expression actually given in [33]

\[
[\hat{\chi}^{-1}]_{ij} = \left[ \frac{1-d_i}{1-m_i^2} + \sum_{k \in \partial i} \frac{1-m_k^2}{(1-m_i^2)(1-m_k^2)} \right] \delta_{ij} - \frac{\hat{\chi}_{ij}}{(1-m_i^2)(1-m_j^2) - \hat{\chi}_{ij}^2} \delta_{j \in \partial i}.
\]

(2.25)

It is equivalent to the original one derived in [37], albeit written in a different form, more suitable to discuss the inverse Ising problem. This expression is quite paradoxical since the inverse of the \([\hat{\chi}]_{ij}\) matrix, whose coefficients appear on the right-hand side of this equation, should coincide with the left-hand side, given as input of the inverse Ising problem. The existence of an exact solution can therefore be checked directly as a self-consistency property of the input data \(\hat{\chi}_{ij}\): for a given pair \((i,j)\) either:

- \([\hat{\chi}^{-1}]_{ij} \neq 0\), then this self-consistency relation (2.25) has to hold and \(J_{ij}\) is given by (2.23) using \(m_{ij} = m_i m_j + \hat{\chi}_{ij}\).
- \([\hat{\chi}^{-1}]_{ij} = 0\), then \(J_{ij} = 0\) but \(\hat{\chi}_{ij}\), which can be nonvanishing, is obtained by inverting \([\hat{\chi}^{-1}]\) defined by (2.25).

Finally, complete consistency of the solution is checked on the diagonal elements in (2.25). If full consistency is not verified, this equation can nevertheless be used to find approximate solutions. Note that, if we restrict the set of equations (2.25), for example, by some thresholding procedure, in such a way that the corresponding graph is a spanning tree, then, by construction, \(\chi_{ij} \equiv \hat{\chi}_{ij}\) will be solution on this restricted set of edges, simply
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because the BP equations are exact on a tree. The various methods proposed, for example, in [29, 39] actually correspond to different heuristics for finding approximate solutions to this set of constraints. As noted in [33], a direct way to proceed is to eliminate $\chi_{ij}$ in the equations obtained from (2.23) and (2.25):

$$\chi_{ij}^2 + 2\chi_{ij}(m_im_j - \coth(2J_{ij}))(1 - m_i^2)(1 - m_j^2) = 0,$$

(2.26)

$$\chi_{ij}^2 - \frac{\chi_{ij}}{[\chi^{-1}]_{ij}} - (1 - m_i^2)(1 - m_j^2) = 0.$$

(2.27)

This then leads to

$$J_{ij}^\text{Bethe} = \frac{-1}{2}\text{atanh}
\left(\frac{2[\hat{\chi}^{-1}]_{ij}}{1 + 4(1 - \hat{m}_i^2)(1 - \hat{m}_j^2)[\hat{\chi}^{-1}]_{ij}^2 - 2\hat{m}_i\hat{m}_j[\hat{\chi}^{-1}]_{ij}}\right).$$

(2.28)

For the external fields, the corresponding computed values of $\chi_{ij}$ in (2.27), instead of the observed ones $\hat{\chi}_{ij}$, have to be inserted in (2.22) to be fully consistent with (2.23). Note that $J_{ij}^\text{Bethe}$ and $J_{ij}^\text{TAP}$ coincide at second order in $[\hat{\chi}^{-1}]_{ij}$.

To conclude this section, let us just mention that in a previous study [14] we found a connection between the plain direct BP method with the Hopfield model, by considering a 1-parameter deformation of the Bethe inference model (2.19)

$$\mathcal{P}(x) = \prod_{i<j} \left(\frac{\hat{p}_{ij}(x_i, x_j)}{\hat{p}(x_i)\hat{p}(x_j)}\right)^\alpha \prod_i \hat{p}_i(x_i),$$

(2.29)

with $\alpha \in [0, 1]$. We observed indeed that when the data corresponds to some multimodal measure with well separated components, this measure coincides asymptotically with a Hopfield model, representative of each component of the underlying measure. $\alpha$ basically represents the inverse temperature of the model and is easy to calibrate in practice.

### 3. Link modifications from the Bethe reference point

#### 3.1. Bethe reference point and optimal 1-link correction

As observed in the previous section, when using the Bethe approximation to find an approximate solution to the IIP, the consistency check should then be that either the factor graph be sparse, nearly a tree, or the couplings be small. There are then two distinct ways of using the Bethe approximation:

- The direct way, where the form of the joint distribution (2.19) is assumed with a complete graph. There is then by construction a belief propagation fixed point for which the beliefs satisfy all the constraints. For this solution to be meaningful requires small correlations, so that the belief propagation fixed point be stable and unique, allowing the corresponding log-likelihood to be well-approximated. Otherwise, this solution is not satisfactory, but a pruning procedure, which amounts to selecting a subgraph based on mutual information, can be used. The first step is to find the maximum spanning tree (MST) with mutual information taken as edge weights. How to add new links to this baseline solution in a consistent way is the subject of the present section.

"}

---
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The indirect way consists in first inverting the potentially nonsparse correlation matrix. If the underlying interaction matrix is actually a tree, this will be visible in the inverse correlation matrix, indicated directly by the nonzero entries. Corresponding couplings are then determined through (2.25). This procedure seems to work better than the previous one also when no sparsity but weak coupling is assumed. In fact, it corresponds to the equations solved iteratively by the susceptibility propagation algorithm [29]. Note, however, that, as discussed in the appendix, already a single loop in the graph induces small errors, in proportion to some weight associated with that loop.

To distinguish between these two methods, we will refer to them later respectively as the explicit (EB) and the implicit (IB) Bethe methods.

Let us first justify the intuitive assertion concerning the optimal model with treelike factor graphs, valid for any type of MRF. Suppose that we are given a set of single and pairwise empirical marginals  \( \hat{p}_i \) and  \( \hat{p}_{ij} \) for a set of \( N \) real variables \( \{x_i, i = 1–N\} \). If we start from an empty graph with no link, the joint probability distribution is simply the product form

\[
P^{(0)}(x_i) = \prod_{i=1}^{N} \hat{p}_i(x_i).
\]

Adding one link \( (ij) \) to the empty graph is optimally done by multiplying \( P^{(0)} \) by \( \hat{p}_{ij}/\hat{p}_i\hat{p}_j \). The gain in log-likelihood is then simply the mutual information between \( x_i \) and \( x_j \). Thus, as long as no loop get closed by the procedure, the best candidate link corresponds to the pair of variables with maximum mutual information and the measure after \( n \) steps reads

\[
P^{(n)}(x) = \prod_{(ij) \in G^{(n)}} \frac{\hat{p}_{ij}(x_i, x_j)}{\hat{p}_i(x_i)\hat{p}_j(x_j)} \prod_{i=1}^{n} \hat{p}_i(x_i).
\]

This suggests that a good initialization point for the algorithm is the maximum spanning tree \( T^* \) with edge weights given by the relevant mutual information. This corresponds to the classical results of [7] concerning inference using dependence trees. It is optimal in the class of singly connected graphical models. In the following, we will refer in the text to this specific approximate solution as the Bethe reference point. The corresponding susceptibility matrix, denoted \( \chi_{\text{mst}} \), is then given through its inverse, by equation (2.25) with support corresponding to \( T^* \).

Starting from this point, we want now to add one factor \( \psi_{ij} \) to produce the distribution

\[
P^{(n+1)}(x) = P^{(n)}(x) \times \frac{\psi_{ij}(x_i, x_j)}{Z_{\psi}}
\]

with

\[
Z_{\psi} = \int dx_i dx_j P^{(n)}_{ij}(x_i, x_j) \psi_{ij}(x_i, x_j).
\]

The log-likelihood corresponding to this new distribution reads

\[
\mathcal{L}' = \mathcal{L} + \int dx \hat{P}(x) \log \psi_{ij}(x_i, x_j) - \log Z_{\psi}.
\]
Since the functional derivative with respect to $\psi$ is
\[
\frac{\partial \mathcal{L}'}{\partial \psi_{ij}(x_i, x_j)} = \frac{\hat{p}(x_i, x_j)}{\psi_{ij}(x_i, x_j)} - \frac{p_{ij}^{(n)}(x_i, x_j)}{Z_\psi},
\]
\[\forall (x_i, x_j) \in \Omega^2, \text{ the maximum is attained for}
\psi_{ij}(x_i, x_j) = \frac{\hat{p}_{ij}(x_i, x_j)}{p_{ij}^{(n)}(x_i, x_j)} \quad \text{with } Z_\psi = 1,
\]
where $p_{ij}^{(n)}(x_i, x_j)$ is the reference marginal distribution obtained from $\mathcal{P}^{(n)}$. The correction to the log-likelihood can then be rewritten as
\[
\Delta \mathcal{L} = D_{KL}(\hat{p}_{ij} \| p_{ij}^{(n)}).
\]
Sorting all the links with respect to this quantity yields the (exact) optimal 1-link correction to be made. The interpretation is therefore immediate: the best candidate is the one for which the current model yields the joint marginal $p_{ij}^{(n)}$ that is most distant from the target $\hat{p}_{ij}$. Note that the update mechanism is indifferent to whether the link has to be added or simply modified.

In the statistics literature this procedure is referred to as the iterative proportional scaling (IPS) procedure, originally proposed for contingency table estimations and extended further to MRF maximum likelihood estimation [10, 11]. Assuming the structure of the graph is known, it appears not to be very efficient [28] when compared to other gradient-based methods.

The problem of the method is that it requires the knowledge of all pairwise marginals \{\(p_{ij}, (ij) \not\in \mathcal{G}^{(n)}\}\) at each iteration step \(n\). We have proposed an efficient implementation of this method for Gaussian MRF in [12]. In the Ising case we might be able to do this by a sparse matrix inversion through equation (2.25), which potentially renders the method rather expensive and rapidly inaccurate after many links have been added. Still we expect to be able to use this method in combination with fast and exact methods for evaluating the susceptibility, such as DWP, by simply restricting the class of graphs on which to perform the search.

4. Perturbation theory near the Bethe point

4.1. More on the Bethe susceptibility

The explicit relation (2.25) between susceptibility and inverse susceptibility coefficients is not the only one that can be obtained. In fact, it is the specific property of a singly connected factor graph that two variables \(x_i\) and \(x_j\), conditionally to a variable \(x_k\) are independent if \(k\) is on the path between \(i\) and \(j\) along the tree:
\[
p(x_i, x_j, x_k) = p(x_i|x_k)p(x_j|x_k)p(x_k) = \frac{p(x_i, x_k)p(x_j, x_k)}{p(x_k)}.
\]
Using the parametrization (2.20) and (2.21) with \(m_{ij} = m_i m_j + \chi_{ij}\) yields immediately
\[
\chi_{ij} = \frac{\chi_{ik}\chi_{jk}}{1 - m_k}, \quad \forall k \in (i, j) \text{ along } \mathcal{T}.
\]
By recurrence we get, as noticed in, for example [32], given the path \( i_0 = i, i_1, \ldots, i_{n+1} = j \) between \( i \) and \( j \) along the tree \( T \)

\[
\chi_{ij} = \frac{\prod_{a=0}^{n} \chi_{i_ia_{a+1}}}{\prod_{a=1}^{n} (1 - m^2_{i_a})},
\]

(4.2)

reflecting the factorization of the joint measure. This expression actually coincides with (2.25) only on a tree. On a loopy graph, this last expression should be replaced by a sum over paths when the magnetizations \( m_i \) are zero.

Higher order susceptibility coefficients are built as well in terms of elementary building blocks given by the pairwise susceptibility coefficients \( \chi_{ij} \). The notations generalize in the following straightforward manner:

\[
m_{ijk} \defeq \mathbb{E}(s_i s_j s_k) = m_i m_j m_k + m_i \chi_{jk} + m_j \chi_{ik} + m_k \chi_{ij} + \chi_{ijk},
\]

\[
m_{ijkl} \defeq \mathbb{E}(s_i s_j s_k s_l) = m_i m_j m_k m_l + m_i m_j \chi_{kl} + m_i m_k \chi_{jl} + m_i m_l \chi_{jk} + (\text{perm}) + \chi_{ijkl},
\]

where \( \chi_{ijk} \) and \( \chi_{ijkl} \) are respectively three- and four-point susceptibilities. Written differently we have also

\[
\mathbb{E}\left((s_i - m_i)(s_j - m_j)(s_k - m_k)\right) = \chi_{ijk}
\]

(4.3)

\[
\mathbb{E}\left((s_i - m_i)(s_j - m_j)(s_k - m_k)(s_l - m_l)\right) = \chi_{ijkl} - \chi_{ij} \chi_{kl} - \chi_{ik} \chi_{jl} - \chi_{il} \chi_{jk}.
\]

(4.4)

These quantities are related to the corresponding marginals similarly to (2.20) and (2.21):

\[
p(s_i, s_j, s_k) = \frac{1}{8} (1 + m_i s_i + m_j s_j + m_i s_i s_j + (\text{perm}) + m_{ijk} s_i s_j s_k)
\]

\[
p(s_i, s_j, s_k, s_l) = \frac{1}{16} (1 + m_i s_i + m_j s_j + m_{ijk} s_i s_j s_k + (\text{perm}) + m_{ijkl} s_i s_j s_k s_l).
\]

They can be computed straightforwardly in terms of the two-point susceptibility coefficients, by using the following relation:

\[
\frac{p(s_i, s_j)}{p(s_i)p(s_j)} = 1 + \chi_{ij} \frac{(s_i - m_i)(s_j - m_j)}{(1 - m^2_i)(1 - m^2_j)},
\]

(4.5)

Indeed, using the basic fact that, on a tree

\[
p(s_i, s_j, s_k) = \frac{p(s_i, s_j)p(s_j, s_k)}{p(s_j)}
\]

when \( j \) is on the path \( i \) given by \( T \), and

\[
p(s_i, s_j, s_k) = \sum_{s_l} \frac{p(s_i, s_l)p(s_j, s_l)p(s_k, s_l)}{p(s_l)^2}
\]

when path \( i \), \( i \) and \( j \) along \( T \) intersect on vertex \( l \), from (4.3) and (4.5) we obtain for the cases corresponding to figures 4.1(a) and (b)

\[
\chi_{ijk} = \begin{cases} 
-2m_l \chi_{jl} \chi_{kl} & \text{with } \{l\} = (i,j) \cap (i,k) \cap (j,k) \text{ along } T, \\
-2m_j \chi_{ik} & \text{if } j \in (i,k) \text{ along } T.
\end{cases}
\]
Figure 4.1. Various cumulant topologies of order three (a), (b) and four (c)–(g).

For cumulants of order four, more cases have to be distinguished. When \( i, j, k \) and \( l \) are aligned as in figure 4.1(c), in this order on the path \( il \) along \( T \) we have

\[
p(s_i, s_j, s_k, s_l) = \frac{p(s_i, s_j)p(s_j, s_k)p(s_k, s_l)}{p(s_j)p(s_k)}
\]

which, upon using (4.4) and (4.5), leads rapidly to

\[
\chi_{ijkl} = 4m_km_l\chi_{jl} - \chi_{ik}\chi_{jl} - \chi_{ik}\chi_{jl}.
\]

For the situation corresponding to figure 4.1(d), we have

\[
p(s_i, s_j, s_k, s_l) = \sum_{s_q} p(s_i, s_j)p(s_j, s_q)p(s_q, s_k)p(s_k, s_l),
\]

leading from (4.4) and (4.5) eventually to

\[
\chi_{ijkl} = -\chi_{ik}\chi_{jl} - \chi_{jk}\chi_{kl} + 4 \frac{m_jm_q}{1 - m_q^2}\chi_{iq}\chi_{kl}.
\]

When paths \( \widehat{ik} \) and \( \widehat{jl} \) have a common part \( \widehat{qr} \) as in figure 4.1(e), we have

\[
p(s_i, s_j, s_k, s_l) = \sum_{s_q, s_r} p(s_i, s_q)p(s_j, s_q)p(s_q, s_r)p(s_k, s_r)p(s_l, s_r)
\]

which again, using (4.4) and (4.5), leads to

\[
\chi_{ijkl} = \frac{4m_jm_r}{(1 - m_q^2)(1 - m_r^2)}\chi_{ij}\chi_{kl}\chi_{qr} - 2\chi_{ik}\chi_{jl}.
\]

When paths \( \widehat{ij}, \widehat{ik} \) and \( \widehat{jk} \) along \( T \) intersect on vertex \( l \) as in figure 4.1(f), we obtain instead \(^1\)

\[
\chi_{ijkl} = \frac{2m_j^2 - 1}{1 - m_l^2}\chi_{ij}\chi_{kl}.
\]

\(^1\) This apparently nonsymmetric expression can be symmetrized with the help of (4.1).
Finally, for the situation corresponding to figure 4.1(g), we have
\[ p(s_i, s_j, s_k, s_l) = \sum_{s_q} p(s_i, s_q) p(s_j, s_q) p(s_k, s_q) p(s_l, s_q), \]
which leads similarly to
\[ \chi_{ijkl} = 2 m^2 q - 1 - m^2 q \chi_{ij} \chi_{kl}. \]

4.2. Linear response of the Bethe reference point

The approximate Boltzmann machines described in the introduction are obtained either by perturbation around the trivial point corresponding to a system of independent variables, or by using the linear response delivered in the Bethe approximation. We propose to combine in a way the two procedures, by computing the perturbation around the Bethe model associated with the MST with weights given by mutual information. We denote by \( T \subset E \), the subset of links corresponding to the MST, considered as given along with the susceptibility matrix \( [\chi_{\text{mst}}] \) determined explicitly by its inverse through (2.25), in terms of the empirically observed ones \( \hat{\chi} \). Following the same lines as those given in section 2, we consider again the Gibbs free-energy to impose the individual expectations \( m = \{ \hat{m}_i \} \) given for each variable. Let \( J^\text{mst} = \{ K_{ij}, (i, j) \in T \} \) be the set of Bethe–Ising couplings, i.e. the set of couplings attached to the MST subject to the corresponding susceptibilities being fulfilled and \( J = \{ J_{ij}, (i, j) \in E \} \) a set of Ising coupling corrections. The Gibbs free-energy now reads
\[ G[\mathbf{m}, \mathbf{J}] = h^T(\mathbf{m}) \mathbf{m} + F[h(\mathbf{m}), J^\text{mst} + \mathbf{J}] \]
where \( h(\mathbf{m}) \) depends implicitly on \( \mathbf{m} \) through the same set of constraints (2.7) as before. The only difference resides in the choice of the reference point. We start from the Bethe solution given by the set of couplings \( J^\text{mst} \) instead of starting with a model of independent variables.

The Plefka expansion is used again to expand the Gibbs free-energy in powers of the couplings \( J_{ij} \), assumed to be small. Following the same lines as in section 2.1, but with \( G_0 \) now replaced by
\[ G_{\text{mst}}[\mathbf{m}] = h^T(\mathbf{m}) \mathbf{m} - \log Z^\text{mst}[h(\mathbf{m}), J^\text{mst}], \]
and \( h, J^\text{mst} \) and \( Z^\text{mst} \) given respectively by (2.22), (2.23) and (2.24), where \( E \) is now replaced by \( T \), again letting
\[ H^1 \overset{\text{def}}{=} \sum_{i<j} J_{ij} s_i s_j, \]
and following the same steps (2.13), (2.14) and (2.15) leads to the following modification of the external fields
\[ h_i = h_i^{\text{mst}} - \sum_j [\chi_{\text{mst}}^{-1}]_{ij} \text{Cov}_{\text{mst}}(H^1, s_i) \quad \forall \ i \in \mathcal{V} \] (4.6)
Approximate inverse Ising models close to a Bethe reference point

to get the following Gibbs free-energy at second order in $\alpha$ (after replacing $H^1$ by $\alpha H^1$):

$$G[m, \alpha J] = G_{\text{mst}}(m) - \alpha E_{\text{mst}}(H^1)$$

$$- \frac{\alpha^2}{2} \left( \text{Var}_{\text{mst}}(H^1) - \sum_{ij} [\chi^{-1}_{\text{mst}}]_{ij} \text{Cov}_{\text{mst}}(H^1, s_i) \text{Cov}_{\text{mst}}(H^1, s_j) \right) + o(\alpha^2).$$

This is the general expression for the linear response near the Bethe reference point that we now use.

$$G_{\text{BLR}}[J] \overset{\text{def}}{=} -E_{\text{mst}}(H^1)$$

$$- \frac{1}{2} \left( \text{Var}_{\text{mst}}(H^1) - \sum_{i,j} [\chi^{-1}_{\text{mst}}]_{ij} \text{Cov}_{\text{mst}}(H^1, s_i) \text{Cov}_{\text{mst}}(H^1, s_j) \right)$$

represents the Gibbs free-energy at this order of approximation. It is given explicitly through

$$E_{\text{mst}}(H^1) = \sum_{i < j} J_{ij} m_{ij}$$

$$\text{Var}_{\text{mst}}(H^1) = \sum_{i < j, k < l} J_{ij} J_{kl} (m_{ijkl} - m_{ij} m_{kl})$$

$$\text{Cov}_{\text{mst}}(H^1, s_k) = \sum_{i < j} J_{ij} (m_{ijk} - m_{ij} m_k)$$

where

$$m_i \overset{\text{def}}{=} E_{\text{mst}}(s_i), \quad m_{ij} \overset{\text{def}}{=} E_{\text{mst}}(s_i s_j)$$

$$m_{ijk} \overset{\text{def}}{=} E_{\text{mst}}(s_i s_j s_k), \quad m_{ijkl} \overset{\text{def}}{=} E_{\text{mst}}(s_i s_j s_k s_l)$$

are the moments delivered by the Bethe approximation. With the material given in section 4.1 these are given in closed form in terms of the Bethe susceptibility coefficients $\chi_{\text{mst}}$. Concerning the log-likelihood, it is given now by:

$$\mathcal{L}[J] = -G_{\text{mst}}(m) - G_{\text{BLR}}[J] - \sum_{ij} (J_{ij}^{\text{mst}} + J_{ij}) \hat{m}_{ij} + o(J^2).$$

$G_{\text{BLR}}$ is at most quadratic in the parameters $J$ and contains the local projected Hessian of the log-likelihood onto the magnetization constraints (2.7) with respect to this set of parameters. Equivalently this represents the Fisher information matrix associated with these parameters $J$, which is known to be positive-semidefinite, meaning that the log-likelihood associated with this parameter space is convex. Therefore it makes sense to use the quadratic approximation (4.9) to find the optimal point.

4.3. Line search along the natural gradient in a reduced space

Finding the corresponding couplings still amounts to solving a linear problem of size $N^2$ in the number of variables, which will hardly scale up for large system sizes. We have to resort to some simplifications which amount to reducing the size of the problem, i.e. the number of independent couplings. To reduce the problem size we can take a reduced number of links into consideration, i.e. the ones associated with a large mutual information, or to partition them in a way which remains to be decided into a small
number $q$ of groups $G_\nu, \nu = 1, \ldots, q$. Then, to each group $\nu$ is associated a parameter $\alpha_\nu$ with a global perturbation of the form

$$H^1 = \sum_{\nu=1}^q \alpha_\nu H_\nu$$

where each $H_\nu$ involves the links only present in $G_\nu$:

$$H_\nu \overset{\text{def}}{=} \sum_{(i,j) \in G_\nu} w_{ij} s_i s_j,$$

and the weights $w_{ij} \in \mathbb{R}$ are fixed in some way to be discussed soon. When a group $\nu$ reduces to a singleton, i.e. $G_\nu = (i, j)$ then we set $w_{ij} = 1$. The perturbation couplings involved in (4.9) now read $J_{ij} = \alpha_\nu w_{ij}, \forall (i, j) \in G_\nu$. The corresponding constraints, which ultimately ensure a max log-likelihood in this reduced parameter space are then

$$\frac{\partial G_{BLR}}{\partial \alpha_\nu} = -\hat{E}(H_\nu).$$

This leads to the solution:

$$\alpha_\mu = \sum_{\nu=1}^q \mathcal{I}^{-1}_{\mu \nu} \left( \hat{E}(H_\nu) - E_{\text{mst}}(H_\nu) \right)$$

(4.10)

where the Fisher information matrix $\mathcal{I}$ has been introduced and reads in the present case

$$\mathcal{I}_{\mu \nu} = \left[ \text{Cov}_{\text{mst}}(H_\mu, H_\nu) - \sum_{i,j} \left[ \chi_{\text{mst}}^{-1} ij \text{Cov}_{\text{mst}}(H_\mu, s_i) \text{Cov}_{\text{mst}}(H_\nu, s_j) \right] \right]$$

(4.11)

Note that the summation over $(ij)$ runs over a limited number of pairs, $\chi_{\text{mst}}^{-1}$ having the MST $T^\star$ as a support. This approximate solution is the counterpart of the mean-field solution but with a Bethe reference point given by the MST. To obtain the TAP counterpart, we should differentiate the local fields equation (4.6) with respect to magnetization. This is feasible in principle, but would lead to an intractable nonlinear system of equations to invert, in contrast to (2.17).

The interpretation of this solution is to search in the direction of the natural gradient [1, 2] of the log-likelihood, i.e. independent of the parametrization of the model. The exact computation of the entries of the Fisher matrix involves up to fourth order moments and can be computed using the results of section 4.1. At this point, the method of choosing the groups of edges and the corresponding weights $w_{ij}$ within each class leads to various possible algorithms.

For example, to connect this approach to the one proposed in section 3.1, the first group of links can be given by the MST, with parameter $\alpha_0$ and their actual couplings $J_{ij} = J^{\text{mst}}_{ij}$ at the Bethe approximation; making a shortlist of the $q-1$ best link candidates to be added to the graph, according to the information criteria (3.3), defines the other groups as singletons.

4.4. Reference point at low temperature

Up to now we have considered the case where the reference model is supposed to be a tree and is represented by a single BP fixed point. From the point of view of the Ising model this corresponds to perturbing a high-temperature model in the paramagnetic phase.
In practice the data encountered in applications are more likely to be generated by a multimodal distribution and a low-temperature model with many fixed points should be more relevant. In such a case we assume that most of the correlations are already captured by the definition of single belief fixed points and the residual correlations are contained in the co-beliefs of each fixed point. For a multimodal distribution with \( q \) modes with weight \( w_k \), \( k = 1, \ldots, q \), and a pair of variables \( (s_i, s_j) \) we indeed have
\[
\chi_{ij} = \sum_{k=1}^{q} w_k \text{Cov}(s_i, s_j|k) + \sum_{k=1}^{q} w_k (\mathbb{E}(s_i|k) - \mathbb{E}(s_i))(\mathbb{E}(s_j|k) - \mathbb{E}(s_j)) \overset{\text{def}}{=} \chi_{ij}^{\text{intra}} + \chi_{ij}^{\text{inter}},
\]
where the first term is the average intracluster susceptibility while the second is the intercluster susceptibility. The entire preceding approach can then be followed by replacing the Bethe susceptibility and higher order moments in equations (4.7) and (4.11) in the appropriate way by their multiple BP fixed point counterparts. For the susceptibility coefficients, the intercluster susceptibility coefficients \( \chi_{ij}^{\text{inter}} \) are given directly from the single-variable belief fixed points. The intracluster susceptibilities \( \chi_{ij}^{\text{intra}} \) are treated the same way as the former Bethe susceptibility. This means that the co-beliefs of fixed points \( k \in \{1, \ldots, q\} \) are entered in formula (2.25), which by inversion yields the \( \chi_{ij}^{k} \), these in turn leading to \( \chi_{ij}^{\text{intra}} \) by superposition. Higher order moments are obtain by simple superposition. Improved models could be then searched along the direction indicated by this natural gradient.

5. Weight propagation on dual-loop-free graphs

5.1. Duality transformation and loop corrections

In the absence of external fields, a setting which in many cases may be obtained with a proper definition of spin variables in a given inference problem, a traditional way to deal with the low-temperature regime is given by a duality transformation. In the Ising case, this is obtained by rewriting
\[
e^{J_{ij}s_is_j} = \cosh(J_{ij})(1 + \tanh(J_{ij})s_is_j),
\]
which leads to re-expressing the partition function as:
\[
Z(J) = Z_0 \times \sum_{\{\tau_{ij} \in \{0,1\}\}} \prod_{ij} (\tau_{ij} + \tau_{ij} \tanh(J_{ij})) \prod_i 11\{\sum_{j \in \partial i} \tau_{ij} = 0 \text{ mod } 2\},
\]
with
\[
Z_0 = \prod_{(ij)} \cosh(J_{ij}).
\]
The summation over bond variables \( \tau_{ij} \in \{0,1\} \) \( (\tau_{ij} \overset{\text{def}}{=} 1 - \tau_{ij}) \), corresponds to choosing one of the two terms in the factor (5.1). The summation over spin variables then selects bond configurations having an even number of bonds \( \tau_{ij} = 1 \) attached to each vertex \( i \). From this condition it results that the paths formed by these bonds must be closed. The contribution of a given path is simply the product of all bond factors \( \tanh(J_{ij}) \) along the path. As such the partition function is expressed as
\[
Z(J) = Z_0 \times Z_{\text{loops}}
\]
with
\[ Z_{\text{loops}} = \sum_{\ell} Q_\ell, \]
where the last sum runs over all possible closed loops \( G_\ell \), i.e. subgraphs for which each vertex has an even degree, including the empty graph and
\[ Q_\ell = \prod_{(i,j) \in \mathcal{E}_\ell} \tanh(J_{ij}), \]
where \( \mathcal{E}_\ell \) denotes the set of edges involved in loop \( G_\ell \). This is a special case of the loop expansion around a belief propagation fixed point proposed by Chertkov and Chernyak in [5]. When there are external fields, variables can be approximately centered with the help of a BP fixed point, \( Z_0 \) is to be replaced by the associated \( Z_{\text{BP}} \) and the loop corrections run over all generalized loops, i.e. all subgraphs containing no vertex with degree one. In the absence of external fields, loops which contribute have a simple combinatorial structure. If the graph has \( k(\mathcal{G}) \) connected components, we may define a set \( \{ G_c, c = 1, \ldots, C(\mathcal{G}) \} \) of independent cycles, \( C(\mathcal{G}) = |\mathcal{E}| - |\mathcal{V}| + k(\mathcal{G}) \) being the so-called cyclomatic number [4] of graph \( \mathcal{G} \). Spanning the set \( \{ 0, 1 \}^{C(\mathcal{G})} \) yields all possible loops with the convention that edges are counted modulo 2 for a given cycle superposition (see figure 5.1). The partition function can therefore be written as a sum over dual binary variables \( \tau_c \in \{ 0, 1 \} \) attached to each cycle \( c \in \{ 1, \ldots, C(\mathcal{G}) \} \):
\[ Z_{\text{loops}} = \sum_\tau Q_{\mathcal{G}^*}(\tau), \]
where \( Q_{\mathcal{G}^*}(\tau) \) represents the weight for any loop configuration specified by \( \{ \tau_c \} \) on the dual (factor) graph \( \mathcal{G}^* \) formed by the cycles. For instance, when the primal graph \( \mathcal{G} \) is a 2d lattice, the dual one is also 2d and the Kramers–Wannier duality expresses the partition function at the dual coupling \( J^* \equiv -\frac{1}{2} \log(\tanh(J)) \) of the associated Ising model on this graph, with spin variable \( \sigma_c = 2\tau_c - 1 \) attached to each plaquette representing an independent cycle \( c \).

For general situations we define \( \mathcal{G}^* = (\mathcal{V}^*, \mathcal{F}^*, \mathcal{E}^*) \) formally as a factor graph, where: the set of vertices \( \mathcal{V}^* \) corresponds to the elements of the cycle basis, the set of factors \( \mathcal{F}^* \) corresponds to edges in \( \mathcal{E} \) and dual edges \( \mathcal{E}^* \) relate cycle vertices to factors associated with their own edges. With this definition we have \( |\mathcal{V}^*| = C(\mathcal{G}), |\mathcal{F}^*| = |\mathcal{E}| \) and \( |\mathcal{E}^*| = \sum_{c=1}^{C(\mathcal{G})} |\mathcal{E}_c| \), where \( \mathcal{E}_c \) represents the number of edges involved in cycle \( G_c \). From this we see that the dual cyclomatic number reads:
\[ C(\mathcal{G}^*) = \sum_{c=1}^{C(\mathcal{G})} |\mathcal{E}_c| - C(\mathcal{G}) - |\mathcal{E}| + k(\mathcal{G}^*), \]
with \( k(\mathcal{G}^*) \) the number of independent components of \( \mathcal{G}^* \). \( \mathcal{G}^* \) depends on the choice of the cycle basis and reducing the mean size of basic cycles contributes to reducing the cyclomatic number \( C(\mathcal{G}^*) \) of the dual graph. The reason for this definition will be made clearer later on when expressing the partition function in the dual representation for arbitrary primal graphs. Let us note for the moment that, in some special cases, some simplifications can be added to this general definition. First, factors with degree one can be dropped; factors with degree two can be dropped as well, leaving only a direct edge
between the two corresponding cycle vertices; factors which have the same set of neighbors can be merged into a single factor.

Different cases, some of them are illustrated in figure 5.2, can then be considered, by increasing levels of complexity, depending on the properties of $G^{\star}$. If there exists a basis of disjoint cycles sharing no link in common, the partition function then factorizes as

$$Z_{\text{loops}} = Z_1 \equiv C(G) \prod_{c=1}^{C(G)} (1 + Q_c), \quad (5.4)$$

with

$$Q_c = \prod_{(ij) \in E_c} \tanh(J_{ij}),$$

the weight attached to each cycle $c$.

If one cannot find such a cycle basis, but still assuming there exists a basis such that each link belongs to at most two cycles and each cycle has a link in common with at most one other cycle, the partition function then reads

$$Z_{\text{loops}} = \sum_{\tau} \prod_{c=1}^{C(G)} (\bar{\tau}_c + \tau_c Q_c) \prod_{c,c'} (\bar{\tau}_c \bar{\tau}_{c'} + \bar{\tau}_c \tau_{c'} + \tau_c \tau_{c'} + \tau_c \tau_{c'} Q_{cc'}), \quad (5.5)$$

$$= Z_1 \prod_{c,c'} \left(1 + \frac{Q_c Q_{c'} (Q_{cc'} - 1)}{(1 + Q_c)(1 + Q_{c'})}\right) \equiv Z_1 Z_2, \quad (5.6)$$

Figure 5.1. Loops generated from basic cycle combinations.
Figure 5.2. Examples of pairwise loopy graphs along with one possible dual graph. A planar graph with a pairwise singly connected dual graph (a). A planar pairwise graph with a dual three-wise factor graph (b). The complete $K_5$ (nonplanar) graph and a dual planar pairwise graph obtained with a minimal cycle basis composed of triangles (c).

where

$$Q_{cc'} \equiv \left( \prod_{(ij) \in E_c \cap E_{c'}} \tanh(J_{ij}) \right)^{-2}.$$

When the dual graph, i.e. the graph of loops has higher interactions levels, (5.4) and (5.6) constitute the first and second orders of approximation of a systematic cluster expansion taking into account cycle clusters of any size. The more general case where some links are common to more than two cycles at a time, leads to models with a higher interaction order than pairwise factors as in (5.5). Since the interaction between cycle variables involves $\tanh(J_{ij})$ factors, we expect this dual cluster approximation to work better when the primal couplings get stronger.

The susceptibility matrix coefficients corresponding to edges of the graph are obtained directly by differentiation of the log partition function with respect to the couplings $J_{ij}$. The zeroth order simply reads:

$$\frac{\partial \log(Z_0)}{\partial J_{ij}} = \tanh(J_{ij}).$$

The first order reads:

$$\frac{\partial \log(Z_1)}{\partial J_{ij}} = \frac{1 - \tanh^2(J_{ij})}{\tanh(J_{ij})} \sum_{c,(ij) \in E_c} \frac{Q_c}{1 + Q_c}.$$

At second order, different terms arise depending on whether $(ij)$ is part of one or two cycles at a time.

$$\frac{\partial \log(Z_2)}{\partial J_{ij}} = \frac{1 - \tanh^2(J_{ij})}{\tanh(J_{ij})} \left( \sum_{c,c',E_c \cap E_{c'} \neq \emptyset, (ij) \in E_c \cap E_{c'}} \frac{Q_c Q_{cc'}(Q_{cc'} - 1)}{(1 + Q_c)(1 + Q_c + Q_{c'} + Q_c Q_{c'} Q_{cc'})} \right)$$

$$- \sum_{c,c',E_c \cap E_{c'} \neq \emptyset} \frac{Q_c Q_{c'}}{1 + Q_c + Q_{c'} + Q_c Q_{c'} Q_{cc'}} \left( \frac{1 + Q_{c} Q_{cc'}}{1 + Q_c} + \frac{1 + Q_{c'} Q_{cc'}}{1 + Q_{c'}} \right).$$
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The various contributions finally give a set of constraints to be solved of the form

$$\tanh(J_{ij}) + \frac{1 - \tanh^2(J_{ij})}{\tanh(J_{ij})} R_{ij} = \hat{\chi}_{ij},$$

where the quantity $R_{ij}$ is a cumbersome expression solely built on the loops containing the link $(ij)$, restricted to the subset of basic cycles and pair-combinations of basic cycles.

### 5.2. Pairwise cycle weight propagation

This simple cluster expansion might break down rapidly when independent cycles start to accumulate to form large connected components in the dual graph. Nevertheless, if this graph remains singly connected, we can set up a message passing procedure to compute the exact weights. Let us first restrict the discussion to the case where there exists a cycle 2-basis, to say that the dual cycle graph $G^* = (\mathcal{V}^*, \mathcal{E}^*)$ is pairwise $^2$, and where $G^*$ is singly connected.

Since the sign of $Q_{G^*}(\tau)$ is not guaranteed to be positive, there is possibly no probability interpretation for these weights. Nevertheless, we can proceed analogously to ordinary belief propagation. First define the single- and pair-cycle’s weights:

$$q_c = \frac{1}{Z_{\text{loops}}} \sum_{\tau} \tau_c Q_{G^*}(\tau)$$

$$q_{cc'} = \frac{1}{Z_{\text{loops}}} \sum_{\tau} \tau_c \tau_{c'} Q_{G^*}(\tau).$$

From (5.5) we have

$$\chi_{ij} = \tanh(J_{ij}) + \frac{1 - \tanh^2(J_{ij})}{\tanh(J_{ij})} \left( \sum_{c, (ij) \in \mathcal{E}_c} q_c - 2 \sum_{(ij) \in \mathcal{E}_c \cap \mathcal{E}_{c'}} q_{cc'} \right). \quad (5.7)$$

The weights $q_c$ and $q_{cc'}$ can be computed as follows, by ‘cycle weight propagation’. The message passing procedure involves messages of the form

$$m_{c' \rightarrow c}(\tau_c) = (1 - m_{c' \rightarrow c}) \tau_c + m_{c' \rightarrow c} \tau_c,$$

whose update rules are given by

$$m_{c \rightarrow c'} = \frac{1 + r_{c \rightarrow c'} Q_c Q_{c'}}{2 + r_{c \rightarrow c'} Q_c (1 + Q_{c'})},$$

where

$$r_{c \rightarrow c'} = \frac{m_{c' \rightarrow c}}{1 - m_{c' \rightarrow c}},$$

with $\partial c$ representing the neighborhood of $c$ in $G^*$. Finally, letting

$$\nu_{c \rightarrow c'} = \frac{m_{c \rightarrow c'}}{1 - m_{c \rightarrow c'}},$$

$^2$ From MacLane’s planarity criterion [27] this is actually equivalent to having $G$ planar.
leads to the following cycle weights propagation update rules:

\[ \nu_{c \to c'} \leftarrow \frac{1 + r_{c \to c'} Q_c Q_{c'}}{1 + r_{c' \to c} Q_c}, \]

\[ r_{c \to c'} \leftarrow \prod_{c'' \in \partial c \setminus c'} \nu_{c'' \to c}. \]

From these messages, we obtain the following expressions for the cycle weights:

\[ q_c = \frac{Q_c r_c}{1 + Q_c r_c} \]

\[ q_{cc'} = \frac{Q_c Q_{c'} r_{c' \to c} r_{c \to c'}}{1 + Q_c r_{c' \to c} + Q_c r_{c \to c'} + Q_c Q_{c'} Q_{cc'} r_{c' \to c} r_{c \to c'}}, \]

with

\[ r_c \overset{\text{def}}{=} \prod_{c' \in \partial c} \nu_{c' \to c}. \]

Another useful expression resulting from the message passing machinery is the possibility to express the partition function in terms of the single- and pairwise weight normalizations. Introducing also

\[ s_c \overset{\text{def}}{=} \prod_{c' \in \partial c} (1 + \nu_{c' \to c}), \quad s_{c' \to c} \overset{\text{def}}{=} \prod_{c'' \in \partial c'' \setminus c} (1 + \nu_{c'' \to c'}), \]

we have

\[ Z_{\text{loops}} = \prod_{c \in V^*} Z_c \prod_{(c,c') \in E^*} \frac{Z_{c,c'}}{Z_c Z_{c'}} \]

with

\[ Z_c = \frac{1 + Q_c r_c}{s_c} \quad (5.8) \]

\[ Z_{c,c'} = \frac{1 + Q_c r_{c \to c'} + Q_{c'} r_{c' \to c} + Q_c Q_{c'} Q_{cc'} r_{c' \to c} r_{c \to c'}}{s_{c \to c'} s_{c' \to c}}. \quad (5.9) \]

### 5.3. Extended pairwise dual graph and dual weight propagation

For planar graphs, exact methods have been proposed in the literature based on Pfaffian’s decompositions of the partition function \[17, 6\] with a computational cost of \(O(N^3)\). For the subclass of factor graph that we are considering, which is clearly a subclass of planar graphs\(^3\), the computational cost becomes linear, with a number of cycles still potentially scaling like \(O(N)\). Finding a proper cycle basis ensuring that the dual graph has pairwise interactions in addition to being singly connected might be too demanding in many cases. Also, by analogy with loopy belief propagation, we do not want to limit ourselves to exact cases, and propagating weights on loopy dual graphs could lead possibly to interesting approximate results, even for nonplanar primal graphs, for which no 2-basis exists, again from MacLane’s criteria.

\(^3\) Since the complete graph \(K_5\) shown in figure 5.2(c) and also the bipartite graph \(K_{3,3}\) have loopy dual graphs, from Kuratowski characterization of planar graphs \[25\] we deduce that any graph with a loop-free dual graph should be planar.
corresponding to these edges in the above formula. Recall that \( F \) is the number of cycles containing this edge \( e \) are taken into account. Note that if some edges are shared exactly by the same set of cycles, as mentioned previously in section 5.1 they should be gathered into a single factor \( f \), with \( t_e \) simply replaced by the product \( t_f \) of hyperbolic tangents corresponding to these edges in the above formula. Recall that \( F^* \) denotes the set of such factors, \( f \in F^* \) being used as a generic index in this set, while notation \( e \) is reserved for special cases to specify a single edge factor, thereby identified with its edge index \( e \).

A message passing procedure generalizing the one in section 5.4 can be defined from the joint measure involved in (5.10). However, when the degrees of some factors are very large, the combinatorial burden to evaluate the messages they send gets too heavy. Coming back to (5.10), let us remark first on the following simplification in the way to write each factor \( f \):

\[
\sum_{k=0}^{d^*(f)} \delta \left( k - \sum_{c \in \partial f} \tau_c \right) t_f^{-2[k/2]} = \frac{1}{2} \left[ \prod_{c \in \partial f} (\bar{\tau}_c + \tau_c t_f^{-1}) + \prod_{c \in \partial f} (\bar{\tau}_c - \tau_c t_f^{-1}) \right] + t_f \left( \prod_{c \in \partial f} (\bar{\tau}_c + \tau_c t_f^{-1}) - \prod_{c \in \partial f} (\bar{\tau}_c - \tau_c t_f^{-1}) \right),
\]

after separating the odd and even part in \( k \). This suggests the introduction of an additional binary variable \( \sigma_f \in \{-1,1\} \) associated with each factor \( f \), such that the loop partition function now reads

\[
Z_{\text{loops}} = \sum_{\tau, \sigma} Q_{G^*}(\tau, \sigma),
\]

(5.11)

with

\[
Q_{G^*}(\tau, \sigma) \overset{\text{def}}{=} \prod_{c=1}^{C(G)} (\bar{\tau}_c + \tau_c Q_c) \prod_{f \in E^*} \frac{1 + \sigma_f t_f}{2} \prod_{c \in \partial f} (\bar{\tau}_c + \tau_c \frac{\sigma_f}{t_f}),
\]

(5.12)

i.e. expressing it as a sum over cycles and binary edge variables, of a joint weight measure corresponding to an extended pairwise factor graph, containing cycle-edge interactions.
This last expression may be simplified further, after noting that for any cycle \( c \)
\[
(\bar{\tau}_c + \tau_c Q_c) \prod_{f \in \partial c} \left( \bar{\tau}_c + \tau_c \frac{\sigma_f}{t_f} \right) = \prod_{f \in \partial c} (\bar{\tau}_c + \tau_c \sigma_f),
\]
we finally arrive at the following expression for the dual measure\(^4\):
\[
Q_{G^*}(\tau, \sigma) = \prod_{c, f \in E^*} (\bar{\tau}_c + \tau_c \sigma_f) \prod_{f \in F^*} \frac{1 + \sigma_f t_f}{2}.
\]

As a consequence, \( G^* = (V^* + F^*, E^*) \) is now a bipartite graph with the set of edges \( E^* \) connecting two kinds of variables, cycle variables in \( V^* \) with factors variables in \( F^* \).

With this formulation, the susceptibility is simplified, at least for pairs of nodes \((i, j) \in E\). Indeed, differentiating \( \log(Z) \) with respect to \( J_e \) yields
\[
\chi_e = \frac{t_e^2 - t_f^2}{t_e(1 - t_f)} + \frac{t_f}{t_e} \left( 2q_f - 1 \right),
\]
\( f \) being the factor containing \( e \), with weight
\[
q_f \overset{\text{def}}{=} \frac{1}{Z_{\text{loops}}} \sum_{\tau, \sigma} \frac{1 + \sigma_f}{2} Q_{G^*}(\tau, \sigma).
\]

For a single edge factor, we simply get
\[
\chi_e = 2q_e - 1. \tag{5.13}
\]

Note that there is no approximation up to this point.

Assuming now that \( G^* \) is singly connected we may again settle a message passing procedure in order to compute these weights. We have to distinguish between messages \( m_{c\rightarrow f}(\sigma_f) \) sent by cycle vertices to edge factors and \( m_{f\rightarrow c}(\tau_c) \) sent by edge factors to cycle vertices. Letting
\[
\nu_{f\rightarrow c} \overset{\text{def}}{=} \frac{m_{f\rightarrow c}(\tau_c = 1)}{m_{f\rightarrow c}(\tau_c = 0)}, \quad \nu_{c\rightarrow f} \overset{\text{def}}{=} \frac{m_{c\rightarrow f}(\sigma_f = 1)}{m_{c\rightarrow f}(\sigma_f = -1)},
\]
we come up with the following update rules:
\[
\nu_{f\rightarrow c} \leftarrow \frac{r_{f\rightarrow c}(1 + t_f) - 1 + t_f}{r_{f\rightarrow c}(1 + t_f) + 1 - t_f}, \quad \nu_{c\rightarrow f} \leftarrow \frac{1 + r_{c\rightarrow f}}{1 - r_{c\rightarrow f}}, \quad r_{f\rightarrow c} \leftarrow \prod_{c' \in \partial f \setminus c} \nu_{c'\rightarrow f}, \quad r_{c\rightarrow f} \leftarrow \prod_{f' \in \partial c \setminus f} \nu_{f'\rightarrow c}. \tag{5.14}
\]

After convergence we get for the weights:
\[
q_f = \frac{(1 + t_f)r_f}{1 - t_f + (1 + t_f)r_f}, \quad q_e = \frac{r_e}{1 + r_e}.
\]

---

\(^4\) This expression could be arrived at directly from the primal formulation by letting \( \sigma_e = s_i s_j \) with the constraints that the product of \( \sigma_e \) along each basic cycle equals one.
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\[ q_{cf} = \frac{(1 + t_f) r_{c \rightarrow f} r_{f \rightarrow c}}{(1 - t_f)(1 - r_{c \rightarrow f}) + (1 + t_f) r_{f \rightarrow c}(1 + r_{c \rightarrow f})}, \]

with

\[ r_f \overset{\text{def}}{=} \prod_{c \in \partial f} \nu_{c \rightarrow f} \quad \text{and} \quad r_c \overset{\text{def}}{=} \prod_{f \in \partial c} \nu_{f \rightarrow c}. \]

From these, the single and pairwise normalized marginal weight functions read

\[ q_c(\tau_c) = \frac{1}{2} \left( 1 + (2 \tau_c - 1)(2 q_c - 1) \right) \]

\[ q_f(\sigma_f) = \frac{1}{2} (1 + 2 q_f - 1) \sigma_f \]

\[ q_{cf}(\tau_c, \sigma_f) = \frac{1}{4} \left( 1 + (2 \tau_c - 1)(2 q_c - 1) + (2 q_f - 1) \sigma_f \right. \]

\[ \left. + (4 q_{cf} - 2 q_c - 2 q_f + 1)(2 \tau_c - 1) \right) \]

such that, as for ordinary belief propagation, the joint weight measure gets factorized as

\[ Q_{G^*}(\tau, \sigma) \]

\[ Z_{\text{loops}} = \prod_{(c, f) \in \mathcal{E}} Z_{cf} \prod_{c \in \mathcal{V}} Z_c \prod_{f \in \mathcal{F}} Z_f \]

A byproduct is that \( Z_{\text{loops}} \) may also be factorized in terms of local normalization which appears when expressing the marginal weight functions from the messages:

\[ Z_{\text{loops}} = \prod_{(c, f) \in \mathcal{E}} \frac{Z_{cf}}{Z_c Z_f} \prod_{c \in \mathcal{V}} Z_c \prod_{f \in \mathcal{F}} Z_f \]

with

\[ Z_c = \frac{1 + r_c}{s_c} \]

\[ Z_f = \frac{1 - t_f + (1 + t_f) r_f}{2 s_f} \]

\[ Z_{cf} = \frac{(1 - t_f)(1 - r_{c \rightarrow f}) + (1 + t_f) r_{f \rightarrow c}(1 + r_{c \rightarrow f})}{2 s_{f \rightarrow c} s_{c \rightarrow f}} \]

and

\[ s_c \overset{\text{def}}{=} \prod_{f \in \partial c} (1 + \nu_{f \rightarrow c}), \quad s_f \overset{\text{def}}{=} \prod_{c \in \partial f} (1 + \nu_{c \rightarrow f}), \]

\[ r_{c \rightarrow f} \overset{\text{def}}{=} \prod_{f' \in \partial c \setminus f} \nu_{f' \rightarrow c}, \quad r_{f \rightarrow c} \overset{\text{def}}{=} \prod_{c' \in \partial f \setminus c} \nu_{c' \rightarrow f} \]

\[ s_{c \rightarrow f} \overset{\text{def}}{=} \prod_{f' \in \partial c \setminus c} (1 + \nu_{f' \rightarrow c}), \quad s_{f \rightarrow c} \overset{\text{def}}{=} \prod_{c' \in \partial f \setminus c} (1 + \nu_{c' \rightarrow f}). \]

### 5.4. Linear response

Using the extended pairwise dual model and the corresponding DWP fixed point, we can derive the linear response \( \chi_{ij} \) for any pair of nodes \((i, j) \in \mathcal{V}^2\), when the dual graph \( G^* \) forms a tree. First, for any edge \( e \in \mathcal{E} \), either of expressions (5.7) and (5.13) can be used
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Figure 5.3. Example of dual extended graphs for computing $\chi_e$ for a given edge $e \notin \mathcal{E}$.

In principle to determine $\chi_e$, except that the first one requires a good choice of the cycle basis, while the second one needs to care less about it, as long as the dual graph remains singly connected.

If $e \notin \mathcal{E}$, then let us attach the index 0 to the new independent cycle $G_0 = (\mathcal{V}_0, \mathcal{E}_0)$ which is formed by adding $e$ to the initial graph $G$ with some arbitrary coupling $J_e$ (see figure 5.3). The corresponding susceptibility then reads

$$
\chi_e = \frac{d \log Z_{\text{loops}}(J_e)}{d J_e} \bigg|_{J_e=0},
$$

where, from (5.11) and (5.12),

$$
Z_{\text{loops}}(J_e) = \sum_{\tau, \sigma, \tau_0} Q_G^{\star}(\tau, \sigma) (\bar{\tau}_0 + \tau_0 Q_0(J_e)) \times \prod_{f \in \partial_0 \setminus e} (\bar{\tau}_0 + \tau_0 \sigma_f / t_f),
$$

with cycle free weight:

$$
Q_0(J_e) \overset{\text{def}}{=} \prod_{(ij) \in \mathcal{E}_0} \tanh(J_{ij}).
$$

Let

$$
Q_{0\setminus e} \overset{\text{def}}{=} Q_0(J_e) / \tanh(J_e),
$$

be the cycle weight, where the edge $e$ is not taken into account, which by definition is independent of $J_e$. The susceptibility reads

$$
\chi_e = \frac{1}{Z_{\text{loops}(0)}} \sum_{\tau, \sigma} Q_G^{\star}(\tau, \sigma) \prod_{f \in \partial_0 \setminus e} \sigma_f,
$$

(5.19)
i.e. the joint expectation of variables $\sigma_f$ along the added cycle. The fact that this new cycle may be connected to many other cycles via the edges it is composed of, as shown for example in figure 5.3, induces some difficulty, because the corresponding $\sigma_f$ variables are not necessarily independent. In the absence of such a connection, we simply get:

$$
\chi_e = Q_{0\setminus e}.
$$
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Next, if the extra cycle \((0)\) is connected to a single factor \(f\), the susceptibility reads
\[
\chi_e = \frac{(2q_f - 1)}{t_f} Q_{0/e}.
\]

When more factors \(f_1, \ldots, f_k\) are involved, as in the example of figure 5.3, the worst case situation corresponds to the dual configuration shown in figure 5.3(b). There, many cycle and edge variables cannot be summed over directly in (5.19). These are the ones corresponding to \(\{f_1, \ldots, f_{2k-1}\} \equiv \mathcal{F}_0^*\) and \(\{c_1, \ldots, c_k\} \equiv \mathcal{V}_0^*\) in the figure. Letting \(G_0^* = (\mathcal{V}_0^* + \mathcal{F}_0^*, \mathcal{E}_0^*)\) and \(\bar{G}_0^*\) be the complement graph subject to \(G^* = G_0^* + \bar{G}_0^*\), all variables in \(\bar{V}_0^* + \bar{F}_0^*\) can be summed up in a convenient way, when using the DWP fixed point, since they indeed belong to free branches of the tree. This partial summation gives directly:
\[
Q_{G_0^*}(\tau, \sigma) \overset{\text{def}}{=} \sum_{\tau_c, \sigma_f} Q_{G^*}(\tau_c, \sigma_f) \frac{1}{Z_{\text{loops}}} \prod_{(c, f) \in \mathcal{E}_0^*} q_{c, f}(\tau_c, \sigma_f) \prod_{e \in \mathcal{V}_0^*} q_{c}(\tau_c) \prod_{f \in \mathcal{F}_0^*} q_{f}(\sigma_f),
\]
in terms of the weights delivered by DWP, so that we obtain,
\[
\chi_e = \sum_{\tau, \sigma} Q_{G_0^*}(\tau, \sigma) \prod_{f \in \partial_0 \setminus e} \sigma_f.
\]

The remaining set of variables \(\mathcal{V}_0^* + \mathcal{F}_0^*\) to be summed over in this last expression has a dependency structure given by \(G_0^*\), which is a tree. Therefore the computational cost of the sum is \(O(|\mathcal{E}_0^*|)\), the number of edges in \(G_0^*\). This, from the structure of \(G_0^*\) shown in figure 5.3, is of the same order as the number of edges contained in the added cycle \((0)\), i.e. the primal graph distance between the two variables \(i\) and \(j\) involved in the pair \(e\). So the complete exact determination of the susceptibility matrix has an overall computational cost of \(O(N^2 D)\), with \(D\) the average mutual distance on the primal graph \(G\). This generalizes to dual-loop-free graphs the Bethe linear response theory concerning singly connected factor graphs [38, 33, 32].

6. Numerical experiments

We turn now to the experimental part of this work, whose goal is twofold: the first motivation is to provide a numerical check of the linear response expressions given in section 4 and of the dual message passing formalism presented in section 5; the second motivation is to study the behavior of the corresponding methods, on some IIP instances for which they can deliver only approximate solutions, and to compare the performances with methods reviewed in section 2 in more or less favorable cases. The approach of section 4 based on the natural gradient will be referred to as the Bethe natural gradient (BNG), whilst the method of section 5 will be referred to as dual weight propagation (DWP). A comparison is made with IB redefined in section 3.1, which is equivalent to susceptibility propagation and considered as a state of the art method, in addition to EB (also redefined in section 3.1), MF and TAP given in section 2.

In order to illustrate the merits and also the limits of these methods we consider two separate synthetic benchmark models. For the BNG method we consider a random Ising model containing a core of stronger couplings associated with a spanning tree. In this way we can generate problem instances which interpolate between a random Ising model on a tree, where BNG becomes exact, and a random Ising model on the complete graph.
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Figure 6.1. Comparison of the one-step BNG descent with respect to the approximate solution given respectively by mean-field, TAP, EB and IB. Curves result from averaging over 100 independent problem instances.

For the DWP method we consider instead a sparse bipartite random Ising model, being interested in the potential use of the method for learning restricted Boltzmann machines.

6.1. The Bethe natural gradient-based approach

Our first series of numerical tests shown in figure 6.1 concerns the natural gradient-based methods. The tests are performed on a random Ising model, with two types of random centered couplings with respective variances $J^0/N$ and $J^1/N$ in addition to centered random external fields with variance $h$. The first type of couplings $J^0_{ij}$ are attached to a random spanning tree of the complete graph, while the second set of couplings $J^1_{ij}$ are attached to the complementary set of edges. $J^1 = 0$ corresponds therefore to an Ising model on a tree and $J^1 = J^0$ to the Sherrington–Kirkpatrick model (with external fields). The number of variables is small ($N = 15$), so that the difference with the exact log-likelihood
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$LL^\star$ can be computed exactly and the natural gradient (4.10) is used with one class per link, its dimension coinciding then with the number of links $N(N-1)/2$.

In figures 6.1(a) and (b) $J^1$ is varied at fixed $J^0 = h$. Instead, in figures 6.1(c) and (d) a given ratio $J^1/J^0$ is chosen and $J^0$ is varied while maintaining $h = J^0$. In these figures we compare $LL^\star - LL$, the difference between the log-likelihood (2.3), given by the exact couplings and fields, with the log-likelihood obtained with the various mean-field solutions, including the BNG. As expected, the best performances for BNG are obtained in the regime of a small ratio $J^1/J^0$, corresponding to nearly treelike models. In figures 6.1(a) and (b), we clearly distinguish methods which are sensitive to the graph structure (MST, IB and BNG) from the other ones which assume a complete graph and basically exploit the weakness of the coupling coefficients (MF, TAP and EB). On this example, the domain where BNG becomes advantageous, with respect to IB in particular, corresponds to having $J^0 \gtrsim 1$, i.e. at low temperature, at least when the tree structure is sensible ($J^1 \ll 1$). In fact, when the inverse temperature $J^0$ is varied, we see on figures 6.1(c) and (d) that a transition takes place around $J^0 \approx 1$ and in the low-temperature phase BNG seems more robust than the other methods, such as the IB one, which breaks down in this regime.

6.2. Dual weight propagation for IIP

Concerning the method based on DWP, experiments are done on a sparse bipartite random Ising model with no external field. As a preliminary, we also check how accurate the computations of the partition function and the susceptibility coefficients are when dual loops are present. The susceptibilities and partition function are indeed computed at each step of the gradient descent procedure that we use (see below) when solving the IIP.

To be able to compare with the true values of the underlying model we have considered a sparse bipartite graph, with a reduced number ($\leq 20$) of variables on the top layer so that complete enumeration of these variable states can be done while the number of bottom layers can be arbitrarily large. The links are chosen randomly with the constraint that the graph be connected and that the degree of bottom layer variables does not vary by more than one unit, ensuring that $C(G^\star)$ do not increase too fast when $C(G)$ increases. Couplings are independent centered random variables with absolute mean $J$.

The main difficulty with random graphs is to find a suitable cycle basis, since neither the dual graph $G^\star$ nor its associate cyclomatic number $C(G^\star)$ are invariant with respect to the choice of the cycle basis. From (5.3), it is clear that the best choice is to find the minimal cycle basis, i.e. the one with the minimal number of edges per cycle. This optimization problem can be solved exactly in polynomial time [21], but in $O(|\mathcal{E}|^3)$ operations so far. To avoid excessive running time, we instead use the following simple greedy heuristic, a ‘loop shuffling algorithm’ (LSA): first initialize with the fundamental cycles of a random spanning tree; then select at random a pair of cycles having edges in common in order to mix them into two new cycles, only if the sum of the new cycle lengths is not larger; repeat the last step until a local minimum is obtained. For each experimental point, the cycle basis is chosen with this method.

Figure 6.2 shows results concerning the partition function and susceptibility coefficient estimation. For the partition function, different levels of approximation in loop contributions given in section 5.3 are compared to the one obtained with DWP, when varying either the primal cyclomatic number $C(G)$ or the mean coupling $J$. The
convergence and the results delivered by DWP are mainly sensitive to the number of dual loops \( C(G^*) \), which can fluctuate from one choice of cycle basis to another. In figure 6.2(a) we see that up to \( C(G) \approx 80 \), DWP delivers rather accurate values of the partition function. Beyond this point short loops in the dual graph appear, spoiling the convergence of DWP and rendering the estimation meaningless. In figure 6.2(b), when \( J \) is varied at fixed \( C(G) = 50 \), estimations are accurate up to \( J \approx 2 \) and become less reliable and more variable above that point, mainly due to convergence problems. This is more visible in figure 6.2(d) concerning susceptibility estimates, where the low-temperature and high-temperature phases are clearly visible on either side, separated by \( J \approx 1 \). Large fluctuations are observed in the susceptibility estimations in the low-temperature regime, due to convergence problems; when DWP converges it delivers very accurate values in this regime as well.
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Figure 6.2. Partition function (a) and (b), RMSE error on the susceptibility coefficients (c) and (d) for models with respectively 10 and 90 variables on the top and bottom layers. On (a) and (c) \( C(G) \) is varied with a fixed mean absolute coupling \( J = 2 \). On (b) and (d) \( J \) is varied with a fixed number of primary cycles \( C(G^*) = 50 \). \( Z_r \) is the reference exact partition function. \( Z_{dwp} / Z_r \) obtained by DWP is compared to \( Z_0 / Z_r, Z_1 / Z_r \) and \( Z_2 / Z_r \), corresponding respectively to no loop, independent cycles and pair of cycles approximations.
Figure 6.3. Inverse Ising problem for a sparse bipartite random model with 10 variables on the top layer and 90 on the bottom layer. On (a), the primal cyclomatic number $C(G)$ is varied with fixed mean absolute coupling $J = 2$.

On (b)–(d) the coupling is varied with a fixed number of primal cycles $C(G) = 5, 20$ and 50.

In figure 6.3, the use of DWP for solving the IIP is illustrated on the same family of bipartite sparse models. The structure of the graph is known, so that a cycle basis can be selected in advance with LSA, before starting the gradient descent. In the absence of external fields, the gradient of the LL reduces to

$$\frac{\partial LL}{\partial J_{ij}} = \chi_{ij} - \tilde{\chi}_{ij},$$

so update equations of the couplings are of the form:

$$J_{ij}^{(n+1)} = J_{ij}^{(n)} + a^{(n+1)}(\chi_{ij}^{(n)} - \tilde{\chi}_{ij}),$$

(6.1)

where the step size $a^{(n)}$ has to be adapted during the search. The method we use to adapt $a^{(n)}$ automatically consists in evaluating the LL for a different set of couplings obtained with different values of the step size: $\{b_k = 2(k + 1)/m \ a^{(n)}_0, k = 0, \ldots, m - 1\}$ with $m = 5$.
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in practice. The value $k^*$ yielding the maximum LL is retained in order to define the new step size $a^{(n+1)} = 2(k^* + 1)/m a^{(n)}$, yielding the new set of couplings given by (6.1). To summarize, the overall procedure goes as follows:

- (S0) select a cycle basis with LSA, initialize the coupling at random, run DWP and deduce the corresponding susceptibility coefficients using (5.13). Initialize the step size to some default value $a^{(0)} = 0.1$.
- (S1) run DWP for each new set of coupling obtained for each step size $b_k, k = 0, \ldots, m - 1$. Update the step size and coupling accordingly to $k^*$ giving the highest LL score.
- (S2) repeat (S1) until $a^{(n)}$ falls below some precision threshold set in practice to $10^{-10}$ or until $n > n_{\text{max}}$.

As expected, when there are no dual cycles, a gradient descent yields exact results up to numerical precision, as seen in figures 6.3(a) and (b). Note, however, that the numerical precision regarding the couplings becomes more problematic at very small temperature ($J \geq 3$) because the optimization landscape becomes very flat in this domain. When the primal cyclomatic number is increased, the dual cyclomatic number increases as well and possibly many local optima are present, which makes it more difficult for the gradient descent to find the global optimum. This is reflected in figure 6.3(a) and in (d), in particular, where the advantage of DWP over IB vanishes, in contrast to what was observed in figure 6.2(d) regarding susceptibility coefficient determination. This, along the lack of DWP convergence for highly dual-loopy graphs, limits the use of this method to very sparse graphs, for which, however, a significant improvement is obtained over other existing methods. Refined stochastic optimization methods combined with gradient descent could hopefully help to extend the range of effectiveness of the method.

7. Discussion and perspectives

This paper is based on the observation that, in many cases, the Bethe approximation can be a good starting point for building inverse models from data observations. We have developed here three different ways of perturbing such a mean-field solution. The first one described in section 3.1, based on IPS, cannot be used solely in practice for the IIP because of the susceptibility evaluation step, which is costly in general and not precise enough with the implicit Bethe method. Thanks to DWP, this step becomes tractable with reliable results in the very sparse regime. Hence, constructing the graph with IIP, while keeping it DWP-compatible, could lead to interesting approximate solutions. This point will certainly be considered for future work.

Concerning DWP itself, one might object that the class of graph (dual-loop-free graphs) on which it yields exact results, have by construction finite tree-width, actually two\(^5\), so they could be already handled by existing algorithms, such as the junction tree algorithm [26] or generalized belief propagation (GBP) [40]. First, from the technical viewpoint we find it interesting on its own to deal with a special case where the message passing algorithm can be combined with a duality transformation. In addition, we think that this approach, being specifically adapted to the loop structure in contrast to a generic

\(^5\) From graph theory, since $K_4$ is not dual-loop-free while $K_3$ is.
junction tree approach, might be advantageous in many cases. For example, in the simple case of a graph composed of a single large loop, the dual graph reduces to one single vertex, while the junction tree—a single line in this case—expands to half the size in terms of the vertices of the original loop. On the other hand, using the independent loop structure as a region definition for the region graph used in GBP, would lead to intractability when treating the basic cycles blindly as cliques. Instead, using the specificity of the loops as in DWP, could be a way to extend this approach to problems with external fields. Other loop correction methods obtained by message passing have been proposed and implemented [30, 31]. They scale exponentially with the degree of nodes, which may be arbitrarily large in the dual-loop-free class of model that we are considering. Additionally these methods are devised to correct the beliefs obtained by BP, but is not directly suitable for computing the partition function which is needed for the IIP.

Various other possible improvements should be also addressed in future studies, concerning respectively the cycle basis choice and the gradient descent, to render this method efficient for a broader class of problems than the simple one considered here.
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Appendix A. First loop correction given by the Bethe susceptibility

Let us see how the formula (2.25) deals with loop corrections. Recall that this formula for the susceptibility is exact when the graph is singly connected, but it also gives good results when there are loops. To simplify the discussion we assume no external fields, hence \( m_k = 0, \forall k \in \mathcal{V} \). Suppose we add one link \((ij)\) to a tree to form one loop. In the absence of this new link, the susceptibility coefficients corresponding to some given link \((kl)\) on the tree reads \( \chi_{kl} = \tanh(J_{kl}) \). Let \( \Xi \) denote the inverse susceptibility on the tree.

In the absence of magnetization, formula (2.25) simplifies to
\[
\Xi_{ij} = \left[ 1 - d_i + \sum_{k \in \partial i} \cosh^2(J_{ik}) \right] \delta_{ij} - \cosh(J_{ij}) \sinh(J_{ij}) \delta_{j \in \partial i}.
\]

Accordingly, the new inverse susceptibility matrix obtained after adding one link reads
\[
\Xi' = \Xi + [V^{(ij)}],
\]
where \([V^{(ij)}]\) is a matrix with nonzero entries corresponding to the block \( V^{(ij)} \) reading:
\[
V^{(ij)} = \begin{bmatrix}
\sinh^2(J_{ij}) & - \cosh(J_{ij}) \sinh(J_{ij}) \\
- \cosh(J_{ij}) \sinh(J_{ij}) & \sinh^2(J_{ij})
\end{bmatrix}.
\]

To get the susceptibility from this new matrix \( \Xi' \) we make use of the convenient following formula:
\[
(\Xi + V)^{-1} = \Xi^{-1} - \Xi^{-1} V (1 + \Xi^{-1} V)^{-1} \Xi^{-1}.
\]
When specified for a $2 \times 2$ block perturbation matrix $V = [V^{ij}]$, we arrive at
\[
\chi' = \chi - \chi [V^{ij}] (1 + \chi [V^{ij}])^{-1} \chi,
\]
where $\chi^{ij}$ is the $2 \times 2$ block restriction of the whole susceptibility matrix on the tree:
\[
\chi^{ij} = \begin{bmatrix} 1 & \chi_{ij} \\ \chi_{ij} & 1 \end{bmatrix},
\]
where $\chi_{ij}$ is the susceptibility coefficient obtained on the tree given by (4.2), before adding link $(ij)$. For any pair $(k, l) \in V^2$ we then obtain the new susceptibility coefficient
\[
\chi'_{kl} = \chi_{kl} + \chi_{ki} \tanh(J_{ij}) \chi_{jl} + (k \leftrightarrow l),
\]
where $Q_0 = \chi_{ij} \tanh(J_{ij})$ is the weight of the added loop, as defined in section 5.1. The correct one-loop correction should instead read in this case,
\[
\chi'_{kl} = \chi_{kl} + \chi_{ki} \tanh(J_{ij}) \chi_{jl} + (k \leftrightarrow l),
\]
which confirms as expected that the Bethe susceptibility does not accurately take into account the loop corrections, even though the approximation remains precise for small loop weights, i.e. at high temperature. A systematic correction schema could be possibly settled upon, but we leave this aside for future investigations.
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